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A B S T R A C T

Direct electron detection is currently revolutionizing many fields of electron microscopy due to its lower
noise, its reduced point-spread function, and its increased quantum efficiency. More specifically to this work,
Timepix3 is a hybrid-pixel direct electron detector capable of outputting temporal information of individual
hits in its pixel array. Its architecture results in a data-driven detector, also called event-based, in which
individual hits trigger the data off the chip for readout as fast as possible. The presence of a pixel threshold
value results in an almost readout-noise-free detector while also defining the hit time of arrival and the time
the signal stays over the pixel threshold. In this work, we have performed various experiments to calibrate and
correct the Timepix3 temporal information, specifically in the context of electron microscopy. These include
the energy calibration, and the time-walk and pixel delay corrections, reaching an average temporal resolution
throughout the entire pixel matrix of 1.37 ± 0.04 ns. Additionally, we have also studied cosmic rays tracks to
characterize the charge dynamics along the volume of the sensor layer, allowing us to estimate the limits of
the detector’s temporal response depending on different bias voltages, sensor thickness, and the electron beam
ionization volume. We have estimated the uncertainty due to the ionization volume ranging from about 0.8 ns
for 60 keV electrons to 8.8 ns for 300 keV electrons.
1. Introduction

In recent years, scanning transmission electron microscopy (STEM)
has been profoundly transformed by the improvements of multiple
technologies, such as aberration correction and electron monochroma-
tors. Electron detection followed the revolution, mostly by the advent
of direct electron detectors, providing a reduced point-spread-function
and an increased quantum efficiency relative to their predecessors
that used a scintillator layer. Today, the superiority of direct electron
detectors is indisputable, confirmed by the extensive and fast-growing
number of results concerning imaging [1], 4D STEM [2], and electron
energy loss spectroscopy (EELS) [3–5].

One kind of direct electron detector is the so-called hybrid pixel
detector, named as this because the semiconductor sensor layer and the
application-specific integrated circuit (ASIC) are independently manu-
factured [6]. For the concern of this paper, the Timepix3 (TPX3) is an
event-based detector, capable of outputting temporal and positional in-
formation of individual electron hits. Each pixel possesses its individual
electronics, comprising an analog and a digital processing circuitry [7].
A threshold value defines the minimal input signal intensity the pulse
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must have to be considered a pixel hit, and it can be set, pixel-by-
pixel, on the analog processing part of the pixel electronics, allowing
a virtually complete suppression of the readout noise of the detector.
The temporal information of the pixel hit is given by the instant the
analog signal surpasses the pixel threshold value, called time of arrival
(ToA), and the time duration the analog signal is kept over the pixel
threshold value, called time over threshold (ToT). The ToA and ToT
are after products of the digital processing part, and are latched on the
distributed clock in the pixel array, as can be seen in Fig. 1A. While
the ToT reaches a time bin of 25 ns from the 40 MHz clock frequency,
the ToA is further refined by a 640 MHz voltage-controlled oscillator,
reaching thus a 1.5625 ns time bin. Additionally, panel 1B exemplifies
how the ToA value obtained is longer than the actual charge arrival
time, which can be properly corrected with the combined knowledge
of both ToA and ToT, as discussed later. These properties have recently
enabled readout-free, live-processing EELS data reconstruction at the
speed of typical imaging detectors (∼40 ns per pixel in our case)
by synchronizing the scanning unit and the TPX3 clocks [5]. Such
technology makes possible nanosecond-resolved temporal resolution in
EELS, but can also provide a robust solution for sensitive samples,
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Fig. 1. General schematic of the detector and the different measured quantities. (A) The TPX3 HPD consists of a sensor layer and an ASIC. In an electron microscope,
charges are created at one side of the detector, which moves towards the ASIC side upon an applied bias (V). Different ionizing particles produce distinct mechanisms of charge
creation. As an example, a light energetic particle, such as a muon, traverses the detector and creates charges throughout the sensor layer thickness. The charges collected at the
ASIC are detected by an analog circuit depending on the pixel threshold (Th), and are timestamped by the digital part of the circuit, in particular, the ToA and ToT, using the
distributed clock (Clk) signal through the pixels. (B) Schematic of the ToA and the ToT. The roughly constant rise time 𝜏𝑟𝑖𝑠𝑒 of the impulsion in the analog circuit produces a ToA
value dependent on the signal intensity (or, equivalently, on the ToT or the total energy (E) deposited by the hit). This effect, known as time-walk, produces major discrepancies
between the received ToA and the actual electron arrival time.
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in which custom scan patterns have been suggested to help [8,9].
Additionally, Timepix3 has also enabled the performance of the so-
called cathodoluminescence excitation spectroscopy (CLE), in which
the temporal correlation of electrons and infrared/visible/ultraviolet
photon pairs can circumvent the absence of resonant experiments
with fast electrons due to their broadband excitation spectra [10,11].
These techniques can be combined together, providing hyperspectral
imaging of correlated electrons and thus the spatial information of
the excitation pathways [10]. Although coincidence experiments can
also be performed with X-rays photons [12,13], x-rays detectors have
a poor temporal response, typically two orders of magnitude higher
than the minimal bin of Timepix3. For visible-range photons, as in
CLE, on the contrary, photon counting with photomultiplier tubes can
reach sub-nanosecond temporal resolution, which gives access to the
dynamics of the process in the range of the TPX3 time bin [14]. Pushing
the temporal resolution of TPX3 can also be interesting for perform-
ing electron energy-gain spectroscopy (EEGS) [15] in continuous-gun
electron microscopes, in which typical approaches rely on the usage
of electrostatic beam blankers, and, in some cases, high voltages are
needed, undermining the design of high-repetition rates switching cir-
cuits [16,17]. With proper-calibrated TPX3, repetition rates of tens of
MHz should be possible, and energy-gain experiments can be performed
very similarly as in CLE, with the distinction that pairs are between the
injected photons and the inelastically scattered electrons.

Unfortunately, approaching the nominal TPX3 temporal resolu-
tion uniformly throughout the entire pixel matrix is not straightfor-
ward [18–22]. It requires a good understanding of both parts of HPDs.
The fast electrons impinging in the silicon sensor create electron–hole
pairs that will drift towards the opposite side of the layer due to an
applied bias. For fast electrons typically within the 30–200 keV energy
range, these charges are often collected by distinct pixels, creating thus
clusters: multiple hits originated by the same incident electron. This
process can be readily identified during data processing by spatially
and temporally comparing pixel hits. The drift time depends on the
electric field profile inside the silicon slab, and hence on the voltage
bias applied. Additionally, the charges are created in a spatial profile
that depends on the electron energy (the so-called ‘‘ionization pear’’ or
ionization volume model), which consequently can result in slightly
different charge collection intervals. Upon arrival in the individual
pixel readout electronics, in the ASIC part of the detector, the digital
conversion of this time of arrival can reach the aforementioned nominal
value of 1.5625 ns. Understanding all these steps, from the impinging
electron to the digital conversion of the charge time of arrival is
important to reach the detector’s best possible temporal response.

In particular, one of the major time calibration steps is the correc-
2

tion of the time-walk effect, a consequence of the roughly constant i
rise time 𝜏𝑟𝑖𝑠𝑒 of the analog part [21,23,24] of the ASIC circuit that
produces a temporal shift 𝛥𝑇 between the latched ToA and the actual
charge arrival time in the ASIC, as illustrated in Fig. 1B. Comparing
the orthogonal triangles with heights 𝑇ℎ (pixel threshold) and 𝐸 (pixel
deposited energy), the expected time interval is 𝛥𝑇 = 𝜏𝑟𝑖𝑠𝑒𝑇ℎ∕𝐸. In a
more generalized way, time-walk can be modeled with the following
equation:

𝛥𝑇 (𝑥, 𝑦, 𝐸) =
𝑎(𝑥, 𝑦)

𝐸 − 𝑏(𝑥, 𝑦)
+ 𝑐(𝑥, 𝑦) (1)

here 𝑎, 𝑏, 𝑐 are the constants that must be determined, and 𝑥 and 𝑦 are
he pixel coordinates. Finally, the distributed clock net along the pixel
rray is imperfect and not instantaneous; thus, spatially-dependent
ixel relative times can also happen. The temporal resolution of the
etector, roughly speaking, is thus the propagated uncertainties of
oth the uncertainty associated with the time-walk correction and
he uncertainty related to the time delay estimate. For the former,
he contribution is multi-factorial: it depends on the discriminator
itter (a temporal uncertainty linked to when the signal went over the
stablished threshold), on the bin size of the fine ToA, and, particularly
or our study, on the uncertainty related to the ionization volume of the
lectron beam.

To the best of our knowledge, there are no complete TPX3 tem-
oral calibration studies in the context of electron microscopy, and
ll aforementioned time calibration works are performed with X-rays
hotons or highly energetic particles (> MeV). In this work, we present
methodological study of the impact of the temporal calibration of

he Timepix3 detector for electron microscopy using fast electrons (20–
00 keV) as the source of the charge creation in the sensor layer.
esides, we stick with calibration procedures that primarily rely on
ata/cluster analyses from an electron beam illumination dataset with-
ut using more intricate methods, such as test pulsing calibration [21],
hat, although very precise, requires more hardware manipulation.

e begin by analyzing a method for the energy calibration of the
etector, i.e., the relation between the ToT and the deposited energy.
ext, the time-walk is corrected using a flat-field electron illumination
ataset. Finally, electron–photon pairs are used to compensate for the
on-uniform clock distribution net and also for verifying the calibra-
ion after the aforementioned steps. In the conclusion, we attempt to
stimate the ultimate temporal resolution for the Timepix family of
etectors in electron microscopy by analyzing cosmic rays tracks of
ight energetic particles and relating them with the ionization volume
f fast electrons.

A scheme of the complete experimental setup is shown in Fig. 2.
finely focused electron beam between 20 ke–100 keV in energy
s transmitted through the sample, and reaches a magnetic sector
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Fig. 2. Schematic of the experiment set-up. The fast electron (20–100 keV) is
transmitted through the sample and the electron beam is sent to TPX3 after being
deflected by an electron spectrometer (magnetic section). The emitted light is collected
by a parabolic reflector coupled to an optical fiber. Light can be sent to one
or two single-photon counting photomultiplier tubes. A multichannel time-to-digital
converter unit allows us to temporally correlate electrons and photon events. SPC-PMT:
single-photon-counting photomultiplier tube. BS: beamsplitter. TDC: time-to-digital
converter.

which disperses the electron beam in energy in the Timepix3 de-
tector, a technique called electron energy-loss spectroscopy (EELS).
Upon crossing the sample, light may be emitted, a process known
as cathodoluminescence (CL), and photons can be guided either to a
unique single-photon-counting photomultiplier tube (PMT), either to a
beamsplitter and thus to two PMTs, in which Hanbury–Brown–Twiss
(HBT) interferometry can be performed. With HBT, photon bunching
processes [25] can be used to extract the optical excitation’s lifetime
with a better temporal resolution than that of TPX3, thus providing a
benchmark for the measured value. A home-made multichannel time-
to-digital converter (TDC) with a temporal bin of 120 ps is interfaced
between the Timepix3 and the two PMTs, allowing to compare all
these sources of events temporally. For this work, we have used the
Timepix3 commercialized by Amsterdam Scientific Instruments (ASI)
called CheeTah, an array of 4 chips disposed as 1024 × 256 pixels.
The detector is mounted in a Vacuum Generators HB501, a STEM
dedicated microscope with a cold field emission gun and a typical
spectral resolution of 300 meV in EELS. The CheeTah solution also has
2 TDC inputs capable of reaching a time bin of 260 ps. Note that for
some calibration steps, no sample is needed, and sometimes a single
PMT may be used directly in the TPX3 TDC input. In any case, the exact
experimental condition for each step is detailed in the text. Otherwise
stated, curves are generally fitted with Gaussians, and the referred
temporal resolution in this work is used as a synonym for the standard
deviation of the fitting result. Finally, we have used our own software
for cluster identification and raw data processing. The MIT-licensed
open-source software is entirely coded in Rust programming language
and can also be used for live data processing of several acquisition
modes [26].

2. Results & discussion

2.1. Energy calibration

To perform the energy calibration, the electron beam in vacuum is
uniformly spread throughout the entire detector for the electron ener-
gies of 20 keV, 60 keV, 80 keV, and 100 keV. The cluster identification
algorithm is used to sort hits with a unity cluster size, roughly assuring
that the energy deposited has not been shared with nearby pixels,
and thus allowing the correspondence, pixel-by-pixel, of the deposited
3

energy and the ToT. This is exemplified by the Cluster 1 in Fig. 3A. The
histogram of these hits in the pixel array matrix is fitted by Gaussians,
and the average ToT per pixel per electron primary energy is extracted.
Fig. 3B shows the result of these means for three different pixels. In
the 20–100 keV energy range, the relationship of the ToT and electron
energy is linear, and a linear fit is used to extract the slope and the
offset component per pixel (additional information can be found in the
supplementary material, SM). This energy-ToT relationship gives us a
glimpse of the data processing of the ASIC, and ultimately allows us to
make a better correspondence between the received digitalized ToT and
the expected signal amplitude received in the analog input. For even
smaller deposited energies, this relationship is no longer linear [21]
and the deposited energy approaches the pixel threshold value as the
ToT approaches zero.

2.2. Time-walk & pixel delay calibration

To correct the time-walk, a uniformly illuminated detector dataset is
used once more. The electron energy is fixed at 60 keV, which provides
a good compromise between sufficiently low electron energy to reduce
the ionization volume and sufficiently high energy to produce clusters
between 1 to 6 hits. To have a controlled dataset, clusters are then post-
selected and must have one pixel hit with exactly 𝐸𝑟𝑒𝑓 = 30 keV of
deposited energy, and the cluster size must have 3 or 4 hits, as shown
by the Cluster 2 in Fig. 3A. The 30 keV hit works as a reference time of
arrival value (ToA𝑟𝑒𝑓 ) [19]. The other 2 or 3 pixels are used to create a
histogram of the electron energy as a function of the time shift between
their own time of arrival and the reference value (ToA2,3,4−ToA𝑟𝑒𝑓 ),
as illustrated in Fig. 3C for an entire chip array (256 × 256 pixels),
promptly exposing the time-walk effect, i.e., the large time differences
for low energy electrons. The 2D histogram of Fig. 3C is fitted with
a Gaussian for every deposited energy, in which the values of the
standard deviation (𝜎𝑡𝑤) can be seen in Fig. 3D, reaching a constant
value of approximately 0.83 ns. The center of the Gaussians (𝑡0,𝑡𝑤)
is shown in the inset, demonstrating a hyperbolic relationship. To
calibrate our data, we have done a similar procedure, but the fitting
was also performed pixel-by-pixel, and we have used Eq. (1) for the
interval 5 ≤ 𝐸 < 30 keV to extract the a, b, and c coefficients, which are
later used to correct the raw data. Note that although the time shift can
be easily corrected, the standard deviation value represents an intrinsic
uncertainty of the instrument in these experimental and data processing
conditions.

There are already many insights on obtaining a relatively good
time response with TPX3 with a low-to-none effort on its calibration.
Fig. 3C shows the average result for an entire chip array, and, even
without a pixel-by-pixel calibration, the deviation of the time-walk
reaches ∼ 0.83 ns, almost half the fine ToA sampling for 𝐸 > 15 keV.
As mentioned, the effects of time-walk are strongly mitigated by a large
charge deposition. Increasing the microscope acceleration voltage is not
directly a good option, considering the number of hits per cluster will
increase with a big charge sharing between them; additionally, and
related, the ionization volume will grow accordingly, increasing the
uncertainty of the charge creation. Reducing the TPX3 threshold is, on
the contrary, a better reaction. For a given signal amplitude, the time-
walk effect will be reduced as the threshold approaches zero, as seen in
Fig. 1B. By post-selecting hits with high deposited energies, e.g. higher
than 15 keV, the standard deviation is smaller than the ToA sampling
and the Gaussian center displacement is less pronounced, as can be seen
in the inset of Fig. 3D.

The time-walk calibration discussed above is a relative method, as it
only uses ToA values from nearby pixels in the procedure, which leaves
unaccounted net propagation delays in the clock signal distribution
pixel-by-pixel. To do this calibration, a common reference signal must
be used, allowing indirect comparison of this propagation delay. In our
case, we have used UV photons and electron correlations by performing
CLE experiments in a hexagonal boron nitride sample (h–BN). The
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Fig. 3. Energy, time-walk and delay calibration results. (A) Energy calibration is done by analyzing clusters with a single hit for multiple incident electron energies (𝐸𝑒)
ranging from 20 keV to 100 keV, as shown by cluster 1. For time-walk calibration, exemplified by cluster 2, clusters of 3 and 4 hits containing necessarily an electron hit with
energy 𝐸𝑟𝑒𝑓 = 30 keV are used, for an incident electron energy of 60 keV. (B) The relation between ToT and the hit deposited energy for three distinct pixels. Although there
is a linear relationship between the three pixels, the slope and the offset coefficients differ. (C) The time-walk effect integrated along an entire chip array (256 × 256). The hit
arrival time at 30 keV is defined as 0, and the relative time is plotted as a function of the deposited energy. For each energy, a Gaussian fit is used to extract the central time
(𝑡0,𝑡𝑤) and the standard deviation (𝜎𝑡𝑤). (D) The values extracted from (C) of the distribution. For deposited energies above 15 keV, the fitted standard deviation is approximately
∼0.83 ns, or roughly half a time bin of 1.5625 ns. (E) The time delay (𝑡0,𝑑𝑒𝑙𝑎𝑦) calibration as a function of the detector pixel array, measured by performing temporal coincidences
between electrons and photons.
photons are sent to a single photon-counting PMT and coincident
histograms are plotted as a function of the pixel matrix coordinate, and
the center position of the Gaussian (𝑡0,𝑑𝑒𝑙𝑎𝑦) fit provides the propagation
delay values. The obtained delay calibration array is shown in Fig. 3E.
Further details are also present in the SM of this work.

2.3. Impact of the calibration using electron–photon temporal correlations

Fig. 4A shows experimental results of the time delay between a
photon and an electron as a function of the deposited energy after the
time-walk and the delay calibration averaged through all the pixels.
Measurements were taken in a h–BN flake in a region of approximately
125 × 125 nm2, highlighted by the white rectangle in the annular dark-
field image of the sample, as shown in Fig. 4B. As we are interested in
the averaged temporal resolution throughout the entire pixel matrix,
the electron beam has been rastered in the Timepix3 detector in order
to increase the pixel occupancy. Post-selecting high energetic hits (𝐸 ≥
30 keV) after the time-walk and delay calibration produce the best
possible detector’s time response, showing a standard deviation of
𝜎𝑟𝑒𝑠 = 1.37 ± 0.04 ns, smaller than the bin width of the electron ToA
fine timestamping. From Fig. 4A, we can see that there are more hits
with low deposited energy (𝐸 < 15 keV). However, they are usually
associated with a high-energy hit within the same cluster, meaning that
data loss after hit post-selection is not too critical. Finally, it is impor-
tant to note that h-BN sample’s lifetime is convoluted in this result. To
4

discern this contribution, we have performed HBT interferometry at the
sample, temporally correlating two photons instead of one electron and
one photon. The results are shown in Fig. 4D, and the decay’s lifetime
has been determined as 𝜏 = 0.8±0.1 ns. As recently demonstrated [14],
the h–BN lifetime can be seen in our electron–photon correlations by
fitting exponential decays in both sides of the time delay curves, and
further discussions can be found in the SM.

2.4. Cosmic rays tracks

Multiple ionizing particles can hit the TPX3 detector during data
acquisition. These produce a variety of shapes and sizes, as can be
see in Fig. 5A. Large blobs are typically associated with heavy and
short-range ionizing particles, such as 𝛼 particles. When these heavy
tracks are elongated, they are typically associated with protons or atom
nuclei [27,28]. More interesting for this work are highly energetic
(∼GeV) and light particles such as muons. As these particles entirely
cross the sensor layer, it is possible to identify their precise path by
the initial and final pixel position values and by the detector thickness
(300 μm in our case), as illustrated in Fig. 1A. The charge collection
dynamics can thus be studied by the obtained values of the ToA
𝑡𝑡𝑟𝑎𝑐𝑘, in which the first detected charge is taken as a reference value
𝑡0,𝑡𝑟𝑎𝑐𝑘. Two of these tracks with cluster sizes greater than 150 hits are
shown in Fig. 5B for a detector’s bias voltage of 140 V and 50 V. By
changing from 140 V to 50 V bias, charges created at the surface of the
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Fig. 4. The delay calibration and the impact of the described correction methods accessed by electron–photon coincidences. (A) The 2D histogram of the time delay
between electron–photon pairs as a function of the energy deposited in the pixel hit after the time-walk and the pixel delay calibration. (B) The high-angular dark-field image of
the used h–BN flake. Data has been averaged by scanning in the white rectangle area of approximately 125 × 125 nm2. (C) The time distributions for the non-corrected data, with
a long tail towards the positive time delay direction. After the calibration and post-selecting hits with >30 keV deposited energy, the curve approaches a Gaussian distribution
with a fitted sigma of 1.37 ± 0.04 ns. (D) The photon–photon correlation curve done by HBT interferometry. The curve is plotted by a exponential decay symmetric with respect
to the zero time delay. The obtained value from the fitting is 𝜏 = 0.8 ± 0.1 ns.
Fig. 5. Cosmic rays tracks can provide further insights in the charge dynamics of Timepix3. (A) Example of different ionization particles that can hit the TPX3 detector.
Data is filtered by post-selecting clusters with more than 80 hits. Muon tracks are thin and can cross the 300 μm sensor thickness. The start and end point’s pixel values allow us
to determine its trajectory inside the sensor layer. (B) Muon tracks analyzed for two different detector biases. A larger bias, and hence a larger electric field, permit the charges
to be collected faster. The fitting uses a simple charge drift model [20].
sensor layer arrive 21.20 ns later, determined by fitting a charge drift
model [20] to the experimental data.

Additionally, this model can be confronted with photon–electron
correlation measurements. Between the two measured biases, the time
delay between the photon and electron correlation increases by roughly
20.12 ns for the 50 V bias, as shown in Fig. 6. The value is slightly
smaller than the 21.20 ns measured from the muon track, and the
observed difference is presumably due to the fact that charges created
from fast electrons are not precisely induced at the surface of the sensor
layer but rather at a few microns inside the bulk Si material. To sustain
this, we have performed experiments between 60 keV and 100 keV
acceleration voltages. For both biases, the slower electron arrives later,
which is expected considering the reasoning that slower electrons are
5

absorbed closer to the sensor surface. Equally interesting, the observed
standard deviation for the Gaussian fitting of the curves in Fig. 6
changes significantly. Due to the reduced ionization volume, smaller
electron acceleration voltages produce smaller standard deviations.
Analogously, a reduced bias also degrades the temporal resolution by
the more significant skewness of the charge collection curve (Fig. 5B).
For 60 keV at 140 V bias, the standard deviation is 1.37±0.04 ns. If the
acceleration voltage is 100 keV, this value increases to 1.56 ± 0.04 ns.
For the 50 V bias, these values are 1.61 ± 0.04 ns and 2.57 ± 0.06 ns for
60 keV and 100 keV, respectively.

Finally, the tools above allow us to try to estimate the achievable
temporal resolution as a function of the electron energy, the sensor



Ultramicroscopy 257 (2024) 113889Y. Auad et al.

h

p
t
l
T
w
d
t
r

D

c
i

D

A

H
m
S
d

A

a

R

Fig. 6. Electron–photon temporal correlation as a function of the electron energy
and the Timepix3 voltage bias. Performing photon–electron coincidences for 60 keV
and 100 keV acceleration voltages for 50 V and 140 V detector’s bias. Electrons with
100 keV reach the ASIC earlier but have a worsened temporal resolution. Reducing
the detector’s bias delays the charge arrival time and degrades the detector’s temporal
resolution.

thickness, and the applied voltage, provided that the temporal cali-
bration is correctly performed. For this, we have used a Monte Carlo
simulation software, CASINO [29], to study the spatial distribution
of the deposited energy when fast electrons hit a silicon slab. The
reference values were extracted from the silicon slab depth in which
the cathodoluminescence probability is maximum. These values are
roughly 11 μm, 24 μm, 74 μm, and 140 μm for 60 keV, 100 keV, 200 keV,
and 300 keV respectively, and the corresponding uncertainties are
0.8 ns, 1.7 ns, 5.0 ns, and 8.8 ns, all of them considering a 140 V
detector’s bias voltage. Indeed, this estimate is very simplistic, and
further analysis must be performed to retrieve more accurate values.
For this, better well-suited Monte Carlo toolkits must be used, such
as Geant4 [30], actively developed by CERN for particle-matter in-
teraction simulation and detector development, in which more recent
frameworks consist of a complete simulation of hybrid-pixel detectors,
including the charge transport dynamics, the pre-amplifier response,
and the expected values of ToA and ToT [31].

3. Conclusions & perspectives

In this work, we have applied well-known but also developed new
tools for time calibration of the Timepix3 HPD in the context of
electron microscopy. In particular, we have accounted for the energy
calibration, the time-walk effect, and the time delay between the pixel
array matrix. Additionally, we have shown how photon–electron coin-
cidence events can help the calibration but also to verify the impact
of previous steps in the final processed data. Further, we have used
highly energetic cosmic rays tracks to unveil the charge deposition
mechanism experimentally under different sensor biasing voltages. The
obtained values were confronted with the photon–electron coincidence
experiments, showing a remarkable similarity between the obtained
values. With these experiments, we were able to show that higher
energetic electrons produce charges deeply in the sensor layer because
of the reduced drift time but also degrade the maximum attainable
temporal resolution probably due to the increased ionization volume.
Unfortunately, the microscope used has a maximum acceleration volt-
age of 100 keV, undermining further investigation, and more systematic
studies must be performed to confirm if indeed, the ionization volume
cannot be corrected. Finally, we have deduced from the experiments as
mentioned above that the uncertainty related to the ionization volume
is approximately 0.8 ns at 60 keV electrons, while this value increases
6

to 1.7 ns for 100 keV electrons, to 5.0 ns for 200 keV, and 8.8 ns to
300 keV electrons.

Although we have presented a relatively easy calibration method,
this is far from ideal. Because our time-walk calibration depends on a
uniform electron illumination, the obtained time intervals have con-
tributions from both the charge dynamics in the sensor layer and
the digital time conversion provided by the ASIC. A better way of
calibration is to rely on test pulsing [7,21], which depends solely on
the ASIC, and then afterward perform what has been described in our
work to account and access residual charge dynamics contributions.
Additionally, the time delay calibration procedure here depends on a
very large data acquisition and is prone to uncertainties if the lifetime
of the material is comparable to the expected maximum attainable
temporal resolution, which in our work have been measured by HBT
interferometry [25]. An interesting solution for the time delay calibra-
tion is using ultrafast electron microscopes, in which electron pulses
with sub-picosecond temporal resolution are routinely achieved [32–
34]. A final but significant source of uncertainty is due to our energy
calibration measurement, in which the low energy region (<20 keV)
as been considered linear although this is not correct.

Finally, our study also provides a preliminary expected temporal
erformance of Timepix4 [35,36] the successor of Timepix3, for elec-
ron microscopy. Unfortunately, the limitations imposed by the silicon
ayer can hinder the improvements provided by the ultra-fine ToA of
imepix4, capable of reaching sub-200 ps bin values [36,37]. With our
ork, we hope not only to provide ways of reaching the best possible
etector’s performance but also the underlying reasoning, possibly
riggering new ways of improving the ultimate achievable temporal
esolution.
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